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Abstract

Thiswhitepaper provides anintroduction
to the Data Lakehouse architecture.

It explains whatitis, why it was created,
the challengesit addresses, offersa
Cloudera-basedreference architecture
and highlights two key areas the
Lakehouse can be extended.

Version: 1.0
Author: Daniel JHand

Introduction

Inthis section we briefly summarize why we wrote this
whitepaper, whoitisintended for, why they should
readit,andrecommendations for furtherreading.

Audience

This whitepaperwas writtenformembers of Architecture,
Operations, Engineering and Business leaders of
Enterprise Data Platform teams. It may also provide
usefulreading for Chief Data Officers (CDO) and
Chief Information Officers (ClO) that want to establish
orstrengthen theirunderstanding of the Data
Lakehouse architecture, specifically asitapplies

to Cloudera’s products and services.

Purpose

The Data Lakehouseis one of three important
emerging data architectures; the othertwo are Data
Mesh and DataFabric. Organizations needto clearly
understand what each of themis, why they are
importantand how toimplement them at scale,
inahybridlandscape.
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Recommended Reading

Therecommendedreadinglisted belowis
limited to only those sources that directly
support this whitepaper.

Official ClouderaBlog

Exploring Lakehouse Architecture & use cases,
GartnerResearch, Jan2022

Lakehouse: ANew Generation of Open
Platforms that Unify Data Warehousing and
Advanced Analytics

Introducing Apachelcebergin Cloudera

5Reasonsto Use Apachelcebergon Cloudera

A comparison of Data Lake table formats
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https://blog.cloudera.com/
https://www.gartner.com/en/documents/4010269
https://www.gartner.com/en/documents/4010269
https://cs.stanford.edu/~matei/papers/2021/cidr_lakehouse.pdf
https://cs.stanford.edu/~matei/papers/2021/cidr_lakehouse.pdf
https://cs.stanford.edu/~matei/papers/2021/cidr_lakehouse.pdf
https://blog.cloudera.com/introducing-apache-iceberg-in-cloudera-data-platform/
https://blog.cloudera.com/5-reasons-to-use-apache-iceberg-on-cloudera-data-platform-cdp/
https://www.dremio.com/subsurface/comparison-of-data-lake-table-formats-iceberg-hudi-and-delta-lake/?mkt_tok=MjY0LUhVQS0xNDcAAAGE_TNfUl6AaF5C5EdfSki7gm4S9a9SaLy9L6sXGmahUiDOLwFOCw47Fd03CnDaeI0SPe5grAk63v-CMXouB4YE09ib8w1r0BcpWZE

What Is The Data Lakehouse
Architecture

Enterprises today have to contend with exponentially in
this sectionweintroduce the Data Lakehouse
architecture. We considerits origins the challenges
itaddresses, commonly understood, but evolving
definitions and areas forimprovement.

Definition
Gartnerdefines the Data Lakehouse architecture
or paradigm as:

{1

Data Lakehouses integrate and unify the
capabilities of Data Warehouses and Data
Lakes, aiming to support Al, Bl, ML and Data
Engineering on a single platform.”

Exploring Lakehouse architecture & use cases, Jan 2022

This definitionhas expanded over time toaccommodate
more analytical services. Cloudera expects this trend
to continueinthe future andinclude scope forreal-time
streaming analytics and operational data stores.

Origin

The term Data Lakehouse first entered the Enterprise
DataPlatformlexiconbackin2017. It was used to
describe how Jellyvisionhad combined structured
dataprocessing (Data Warehouse) with aschemaless
system (Data Lake). Combining togetherthese two
architectural paradigms, led to the Data Lakehouse.

Sincethen, the term’s definition has evolved toinclude
additional analytical services suchasMachine Learning
(ML), but also greater support forthe management
features of traditional Data Warehouses.
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Qualities

Amodern Data Lakehouse should bring together
the benefits of a Data Lake and a Data Warehouse
atalowTCO.Itshouldtherefore possess the following
key qualities:

e Open,flexible and performantfile andtable formats
e.g.ApacheParquet,Iceberg

e ACIDTransactions, table versioning, snap-shots
and sharing at petabyte scale

e Multifunctionanalytics acrossanopenecosystem

e Strongdatamanagement (security, governance
&lineage)

e Strongdataquality andreliability
e Bestinclass SQL performance

e Directanddeclarative accessfornonSQL
interactions

Why The Data Lakehouse
Architecture Is Useful

In this section we considerwhy the Data Lakehouse
architectureis useful. We consider the limitations
of the DataLake and Data Warehouse and see how
DatalLakehouse overcomes these limitations while
maintaining the qualities of both.

Limitations of Data Lake and

Data Warehouse

Tounderstand why the Data Lakehouse architecture

is growingin popularity, we need to consider the
architecturesitreplaces andtheirlimitations. The Data
Lakehouse architecturereplacesthe largely independent
Data Lake and Data Warehouse architectures.

Dataisfirstingestedinto a DataLake by anETL operation
from each source system. Historically, these sources
would mainly be operational systems containing
structured data. However, today more than half of the
dataingestedis semi-structured orunstructured data.

Dataisthenloadedinto a Data Warehouse withanother
ETL operation. Datais conformedinto a givenlogical
datamodel, oftenonanunderlying proprietary storage
layer. SQL canthenbeusedto query the dataand we get
to benefit from DBMS features of the Data Warehouse
such as supportfortransactions, table versioning and
snap-shots.
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https://blog.cloudera.com/moving-enterprise-data-from-anywhere-to-any-system-made-easy/
https://blog.cloudera.com/moving-enterprise-data-from-anywhere-to-any-system-made-easy/
https://www.gartner.com/en/documents/4010269

While this architecture provides the economic benefits
of cheap, scalable storage inthe Data Lake, it suffers
fromthree main challenges.

e Dataduplication: Multiple copies of dataarerequired.

Oncedatais copied fromthe source systemsto the
DatalLake,it’'s copied again fromthe Data Lake

to the Data Warehouse. A partial solution to this
problemis touse external tables, at the expense
of reduced management, in particular support
for ACID transactions. Data duplicationleads to
three challenges:

> Datastaleness — Datainthe DataWarehouseis
almost always out of sync withdatain the Data
Lake, whichitselfis out of sync withdataineach
source system.

> Dataquality &reliability — Multiple ETL operations
getting data from source systems to the Data
Warehouse increases the likelihood of failure.
Inconsistencies between different processing
engines may impact quality.

> Increased cost — Intermediate storage and
repeated ETL operations consume additional
storage and processing cyclesrespectively.

e Limitedsupportforanalytical services: Data
Warehouses were designed for Business
Intelligence (BI), reporting and Advanced Analytics.
They lack support for ML with open frameworks
and libraries. ML typically requires processinglarge
amounts of structured and unstructured data
soonly providingan SQLinterfaceisinefficient.
Directaccessto theunderlying storage while taking
advantage of previously defined schemasto better
support working with DataFrames was missing.
Support forreal-time analytics, operational data
stores and some categories of data such as time-
series, are also generally poorly supported by
traditional Data Warehouses. Thisleads to the
purchase and operation of multiple analytical
systems, each suffering fromits own data
duplicationissues.

e Flexibility: Traditional Data Warehouses
predominately run on premises on proprietary
hardware. Cloud options are limited. Additional
capacity needstobe purchasedinlarge
increments making scaling bothinefficientand
requiring significantlead time.

Each of the three majorlimitationsresultsin
complexity, reliability, quality andincreased TCO.
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Overcoming Limitations While
Delivering Qualities

The Data Lakehouse architecture addresses these
limitations while meeting the qualitiesin the
following ways.

Avoiding Data Duplication

Instead of databeing copied from source systems
into a Data Lake andthenagaininto a Data Warehouse,
the Data Lakehouse provides alayer of abstraction
totheunderlying datainthe Lake. This transactional
metadatalayerontop of the underlying Data Lake
provides support forcommon Data Warehouse
management features such as transactions, data
versioning and snap-shots. Reducing the number of
ETL stepsto getdatainto the Data Warehouse reduces
thelikelihood of errors, improved efficiency and
potentialinconsistenciesin processing engines.

Supporting an Open Ecosystem
of Analytical Engines

Providing an efficient SQL interface forBlandreporting
isnecessary butinsufficient and quite limiting when
supporting ML. Systems thatimplement the Data
Lakehouse architecture therefore needtobe able to
provide directaccesstotheunderlyingdatainthe
lake. At the same time, ML frameworks mustbe able

to take advantage of metadata to simplify the process
of importing data into DataFrames for Data Science
pipeline buildingand model creation.

Flexible Hybrid Deployment Options

Inorderto significantly reduce the TCO, we must
move away from expensive and proprietary hardware.
Modernimplementations of the Data Lakehouse
architecture decouple compute and storage and opt
for cloud-native architectures. This allows each to
scaleindependently and simplifies running multiple
analyticalworkloads across shared data.

Data Lakehouses are required on premises on
commodity hardware andin the public cloud.
There are advantages foradopting cloud native
hybrid solutions that canleverage object storage
and managed container services across each
environment.
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Building an Open Data Lakehouse
Inthis sectionwe provide anintroductionto Cloudera, Cloudera provides the freedom to securely move
with afocus on Clouderaoncloud. We then summarize applications, data andusers bi-directionally between
the keylogical service components that support data centersand multiple data clouds, regardless of
Cloudera’s Open Data Lakehouse. We describe how where dataresides. Thisismade possible by embracing

Apachelceberg provides a flexible, scalable table three modern data architectures:

format to support schema-based access

analytical servicesacross the datalifecycle. We conclude
by looking beyond the Data Lakehouse as we know it
today and share how Clouderais bringing streaming

analyticsinto the Data Lakehouse.

Cloudera

Clouderaisahybrid data platform designed
the freedomto choose any cloud, any an

and any data. Clouderadelivers fast and easy data
management and data analytics for data anywhere,
with optimal performance, scalability and security.
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tomultiple ) )
An OpenDatalLakehouse enables multi-function

analyticsonboth streaming and stored data
ina cloud-native object store across hybrid and
multi-cloud

e Aunified Data Fabric centrally orchestrates
disparate data sourcesintelligently and securely
toprovide across multiple clouds and on premises

alytics o )
e Ascalable DataMeshhelps eliminate datasilos by

distributing ownership to cross-functional teams
while maintainingacommondatainfrastructure

Figure O2 provides a summary of the service
components that make up Cloudera on cloud. We'll
now explore how each of these components supports
the Data Lakehouse architecture.
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Figure 03 — Services Components *Flow Management rate card
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Shared Data Experience (SDX)

Cloudera Shared Data Experience (SDX) combines
enterprise-grade centralized security, governance,
lineage and management capabilities with shared
metadataandadatacatalog. It providesagovernance
layeraround cloud native object storage to deliver
aDatalake.

DataHub

DataHub allows users to deploy analytical clusters
across the entire datalifecycle as elastic laaS
experiences. |t provides the greatest control over
clusterconfigurations, including hardware and
individual service componentsinstalled. Its cloud
native design supports separation of compute and
storage with the unit of compute being a virtual
machine. It provides support forauto scaling of
resources based on environmental triggers.

Data Services

Data Services are containerized analytical applications
that scale dynamically and canbe upgradedindepen-
dently. Through the use of containers deployed on
cloud managed Kubernetes services such as Amazon
EKS, Microsoft Azure AKS and Google GKE, users are
able to deploy similar clusters to whatis possiblein
DataHub but with the added advantage of them being
delivered as aPaaS experience. Cloudera DataFlow,
ClouderaDataEngineering, Cloudera Data Warehouse,
Cloudera Operational Database and Cloudera Al are
allavailable as Data Services on Cloudera on cloud.

ClouderaData Engineering

ClouderaDataEngineeringis acloud-native data
engineering Data Service. Buildingon Apache Spark,
ClouderaData Engineering enables orchestration
automationwith Apache Airflow, advanced pipeline
monitoring, visual troubleshooting and comprehensive
managementtoolsto streamline ETL processes across
enterprise analytics teams.
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Cloudera DataEngineeringis fully integrated with
Cloudera, enabling end-to-endvisibility, security and
datalineage with SDX as well as seamlessintegrations
with other Cloudera services such as Data Warehouse
and Machine Learning.

Cloudera Data Warehouse

Whileitis possible to achieve many of the qualities of
atraditional Data Warehouse using a combination of
Apache HIVE orHIVE ACID togetherwith the HIVE table
format, the combination of Apache Impalaand Apache
Iceberg provides broader coverage. We therefore
recommend Apache Impala as the transactional Data
Warehouse engine foryour Data Lakehouse.

Today, we support storing and querying lceberg
tables. Support for ACID transactions willbe available
in August, 2022. The Hive metastore storesIceberg
metadata, whichincludes thelocation of the table on
the Data Lake. However, unlike the HIVE table format,
Iceberg stores both the dataand metadata onthe
DatalLake leading to anumber of advantages aswe’ll
seeinalatersection.

Cloudera Al

ClouderaAlisamachinelearning workflow solution
that supports the entire Data Science lifecycle. Similar
to Cloudera Data Warehouse, it’'s designed to use
containers forefficient data engineeringand machine
learning tasks. It provides support for the pythonand
Rprogramminglanguages and commonly uses open
source machine learninglibraries and frameworks.

CML supports experimentation and scoringon ML
model pipelines to systematically selectthe best ML
algorithm and tune model parameters. Once trained,
ML models canbe deployed and managed behind a
protected RESTful API.

ML modelperformance canbe monitored overtime
to detect model drift. If performance drops below a
threshold level, retraining and redeployment of the
model can be automatically scheduled.

Accessinglcebergtables from CMLis simple and
intuitive. Using the Spark engine, we create a
connectionthatincludesthelceberg spark-runtime,
iceberg-session and pluggable-spark-
session-catalog jars. We specify thelocation of the
database catalog file and specify the type to be ‘hive’.
We are now ready to interact with the database using
Spark SQL.
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Data Catalog

The Data Catalog provides a centralized and scalable
way to democratize access to data across the Data
Lakehouse. It helps answerquestions such as “what
datadowehave?”, “Whereisitlocated?” and “Who
ownsit?”. Italso provides data profiling, datalineage,
security and classification and audit features.

Management Console

The Management Console provides asingle pane
of glasstomanage Cloudera on cloud, Cloudera
onpremises andlegacy versions of CDH and HDP.
It supports the administration of users, environments

and analytical services supporting each Data Lakehouse.

Apache Iceberg — An Open Table Format
Apachelcebergisanopensource project withinthe
Apache foundation. Open sourced by Netflixin 2018,
ithas since grownto be aleading opentable format
with a strong community of contributors; theyinclude
Tabular, Apple, Netflix, LinkedIn, multiple public cloud
vendors and of course Cloudera. Collectively, this
community is ensuring rapid innovation within lceberg
butalsoacommitmentto openstandards and therefore
anopenecosystem. Today, Iceberg supports the
broadestrange of operations by third-party engines.

Ashighlighted earlierinthe document, a Data Lakehouse
possesses a set of qualities. Those qualities are the
union of those from a Data Lake and those froma

Data Warehouse. We cannot simply bring together
aprocessing engine and a flexible table format, and
sayitimplements a Data Lakehouse. We must also
integrate the qualities of a Data Lake.

Iceberg provides aflexible and open storage format
that supports petabyte scale tables. Asillustratedin
figure 03, It does this by storing both the dataand
metadatainthe Data Lake. Datais typically storedin
Apache Parquet format and the associated metadata
in Apache Avro format. Entriesinthe Data Catalogare
then a pointerto the manifestfile onthe Data Lake.
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Icebergalso supports many of the management
features of a traditional Data Warehouse. These
include transactions, dataversioning and snap-shots.
Iceberg supports flexible SQL commands to merge
new data, update existingrows, and performtargeted
deletes. Timetravel enablesreproducible queries that
use exactly the same table snapshot, orlets users
easily examine changes. Versionrollback allows users
to quickly correct problems by resettingtablestoa
previously known state.

SupportforiceberginourData Services on Clouderaon
cloudbecame Generally Availablein June, 2022. It willbe
available in Cloudera on premises shortly thereafter.
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Figure 03— Apache Iceberg Table Architecture
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Figure 04 — A Simplified Systems View of the Data Lakehouse

Data Quality

Inatraditional Data Warehouse, data typically goes
through three distinct stages, resultingin data

of increasingly greater quality. These stages are
commonlyreferredto asLanding, Refined and
ProductionorBronze, Silverand Gold. Inthe Landing
stage, dataisinitsraw ornaturalformat e.g. csvformat.
Aswe transform and curate the data, we changeits
format e.g. Parquet, apply Data Modeling and store
datainanlcebergtablein preparationforefficient
analytics. This transformationresultsin data
transitioning to the Refined stage. The final transition
from Refined to Productionrequires datato be
optimized for productionusage. This may include
data cleansing and normalization operations.

Weinclude the Icebergclientlibraryin Cloudera’s
Data Services. Thismakesit possible to execute the
transformations to move data between each of the
three stages of quality. Aslcebergis opensource,
it's alsoreadily available tointegrate with third-party
products and services to perform data quality
operations.

9 Building a Modern Data Lakehouse with Cloudera

* Iceberg Library

Beyond The Data Lakehouse

As previously described, the definition of a Data
Lakehouse has steadily evolved from originally
supporting BlonaData Lake, to today, supporting Al,
Bl,MLand Data Engineeringon asingle platform.Inthe
earliersection “Whatis a Data Lakehouse Architecture”
we introduced seven qualities that all Data Lakehouses
share. One quality that we believe can be extended
further,istoinclude support foradditional analytical
services. As such, we are working hard to extend the
supported analytical services toincludereal-time
analytics and operational datastores.

At Cloudera, we believe thatan Open Data Lakehouse
needsto extend beyond supporting asingle processing
engine. Today, we support lcebergwith Apache Spark,
Apache Hive and Apache Impala. Collectively they
support the Data Lakehouse architecture across Data
Engineering, Data Warehousing and Machine Learning.
Looking to the future, we will bring support to the
real-time analytics engines Apache Flink, data flow
management engine Apache Nifiand operational data
stores powered by Apache HBase. This will provide the
foundation of the next generation of Data Lakehouse,
one thatencompasses the entire datalifecycle — from
the edge to Al.
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About Cloudera

Clouderaisthe only true hybrid platform for data,
analytics, and Al. With100x more data under
management than other cloud-only vendors,
Clouderaempowers global enterprises to transform
dataof alltypes, onany public or private cloud,
into valuable, trustedinsights. Ouropendata
lakehouse delivers scalable and secure data
management with portable cloud-native
analytics, enabling customers to bring GenAl
models to theirdata while maintaining privacy
andensuringresponsible, reliable Aldeployments.
The world’slargest brandsinfinancial services,
insurance, media, manufacturing, and government
rely on Clouderato be able touse theirdata
tosolve theimpossible — today andin the future.

Tolearnmore, visit Cloudera.comand follow
usonLinkedlnand X. Clouderaandassociated
marks are trademarks orregistered trademarks
of Cloudera, Inc. All other company and
product names may be trademarks of their
respective owners.
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